CHAPTER 5§

The analysis of the star catalogues’
systematic errors

0.
BASIC CONCEPTION

0.1. A demonstrative analogy

The necessity of analyzing the errors contained in
star catalogues was already explained above. First and
foremost, we are referring to the Almagest; however,
the method in question shall also be applied to other
catalogues — real ones as well as artificially generated
ones. In the present chapter we shall demonstrate
how to discover and compensate the systematic error.
The idea behind the method is simple and quite nat-
ural. Moreover, it has been used in mathematical sta-
tistics for quite a while now. In order to explain the
basic concept, let us consider the following example.
Let us assume that we are regarding the results of a
shooting competition as shown on the picture.

The dots represent bullet holes. How great is the
hit accuracy? The answer is obvious — not that great
at all. However, we can see that the actual grouping
of shots is good enough. This leads us to the as-
sumption that the rifleman is in fact a good one; as
for the fact, that the bullets hit a spot which lies side-
ways from the bull’s eye, it can be explained by a de-
fect in his rifle-sight. Obviously, we can say nothing
about the nature of said defect without seeing the

-
-

Fig. 5.0. A target with traces of bullet shots.

rifle — however, we can estimate the displacement
value. A sensible way of doing this would require us
to determine the geometrical centre of all the results
and draw a vector from the bull’s eye to the calculated
centre (vector S on the scheme). How do we formally
calculate vector S? The procedure is a simple one. We
have to take vectors x; which correspond to the i"" re-
sult of the shooting and to average them by the total
amount of shots N:
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We must also point out that vector S can be cal-
culated alternatively from the problem of square
average discrepancy minimization — we have to find
vector S which provides for the minimum of the
function

N
D(xi -8
i=l

Here we estimate that (x; — S)* = (x; — S,)* + (x;,
- 8,)%, where x;;, x;, and S}, S, are the respective co-
ordinates of vectors x; and S.

The accuracy of the actual rifleman can then be
characterized by the result scatter range around the
discovered centre; this accuracy is thus a lot greater
than the accuracy of hitting the bull’s eye. The cal-
culation of vector S represents the actual systematic
error compensation procedure for this example
(whose value equals S, respectively).

Formally, if we are to use a different coordinate sys-
tem moving its initial point sideways from the bull’s
eye by vector S, the shooting results as given in the
new coordinate system shall only contain random
compounds (resulting from shaking hands etc), with
no regular compound.

Let us now return to the star catalogue and as-
sume that we need to check whether there may be a
systematic error in some part of the catalogue and to
determine its value should such an error indeed exist.
Let us assume that we aren’t confronted by the prob-
lem of dating so far — that is to say, we know the date
when catalogue 7, was compiled for certain (A is for
Almagest, of course — still, all the above considerations
are valid for other catalogues as well). We would then
have to compare the real coordinates of the stars for
the moment #, (known from precise modern cata-
logues) to the coordinate values taken from the cat-
alogue under study which pertain to the part thereof
that is used in our research. This comparison requires
the calculation of the average discrepancy rate for the
coordinates under comparison, just like we did in the
example with rifle shot accuracy.

Let the total of stars from the chosen area equal
N. We shall use the indications /; and L, for the actual
ecliptic longitude of star 7 in the catalogue under
study and its exact longitudinal value, respectively.
In this case, the average (systematic) longitude error
shall equal
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R
AL=--2(I; = L)),
with the systematic latitudinal error equalling
- 1 X
AB = Né(b,- - B)).

These errors, as we already mentioned, may result
from the incorrect estimation of the ecliptic plane as
well as a number of other reasons which remain un-
known to us. We shall not be able to say anything in
re the exact nature of these circumstances — however,
we shall put forth a number of hypotheses in this re-
spect. All of this notwithstanding, we can, and will,
compensate the error that they caused. It requires
nothing but the alteration of the catalogue coordinate
system similarly to how it was done in the rifle ex-
ample — one that would make the resultant average
longitudinal and latitudinal errors equal zero.

0.2. The implementation of the method

In this section we shall demonstrate the practical
application of the general concept related above.

First of all, let us emphasize that we shall only
compensate the latitudinal error. The reasons were all
named above — basically, it allows to minimize the
error in calculations, which is vital, considering the
low precision of the old catalogues.

Thus, what we have at our disposal is the cata-
logue from which we have selected a large group of
stars whose total number equals N, with the coordi-
nates (I, b,)"_,. Their doubles from the modern cat-
alogue are already known to us from the previously
conducted identification procedure. Let us use the
indications (L(t), Bi(t))Y_, for referring to the coor-
dinates of said doubles calculated for moment . Let
us now assume that we want to examine the possible
systematic error value under the assumption that the
catalogue compilation date is t,.

Let us define

L} = L{t,), B} = B{(t,)
and introduce the latitudinal discrepancy

AB% = B! b,
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Our goal is to minimize the value of

N
o’ = (AB) ——omn,
i=l
by changing the coordinate system, or simply draw-
ing a new coordinate grid that differs from the one
used in the catalogue.

The change of the coordinate grid can be para-
meterised by two values if we are to consider the
problem of minimizing the expression mentioned
above: yand ¢. They can be seen in fig. 5.1 below. Let
us explain what they stand for. Here 7y is the angle be-
tween the real ecliptic and the ecliptic of the cata-
logue, whereas @ represents the angle between the
equinox line and the line of intersection between the
real ecliptic and the catalogue ecliptic.

Thus, having solved the problem of minimizing
the abovementioned expression, we can calculate the
values of v,,,, and @,,,, which can parameterise the
coordinate system alteration and give us the initial
minimum. Their explicit form can be seen below, in
formulae 5.5.2 and 5.5.3.

The value of G,,, is a residual square average lat-
itudinal error that we end up after the compensation
of the systematic error. The explicit form of the resid-
ual dispersion formula G,,;, can be seen below, after
formula 5.5.10. It results from using ¥.,,, and @, as
the parameters for the square average aberration ex-
pression. The derivation of these formulae can be
seen below.

However, we cannot presume to have found the
systematic error (or, rather, the parameters v,,,, and
@, that characterize it) with absolute precision. The
matter is that individual measurement errors (which
are of a random nature) also affect the values of v,,,,
and @, Therefore, we can only claim that the real val-
ues of the systematic error are close to ,,,, and @,

In order to make our statement more precise, let us
introduce the concept of a “trusted interval”. Let 1-€
stand for a certain level of trust. If € = 0.1, for instance,
the level of trust shall equal 0.9. The level of trust rep-
resents the probability that guarantees the precision
of our results; the trusted interval is the interval that
includes the unknown real value of the parameter with
a minimal probability of 1-€. Let us define

Iy(e) = [Ystut = Xe> Ystar T xs]
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(or the trusted interval for the real value of parame-
ter y), and

I(p(e) = [Qutar = Yor Putar + V]

which is the trusted interval for the real value of the
parameter @. It can be demonstrated (qv below) that
the values of x, and y, can be calculated by the for-
mulae

xE = qS)yE = qE’
where g, represents (1—%) — the fractile of the

standard normal distribution as calculated from the
tables.

Thus, if we are to define a certain confidence level
1-g, we can guarantee that the real value of yfalls into
the interval I,(€), and the value of ¢ falls into the in-
terval I,(€) with a probability of no less than 1-¢.

0.3. The value of the systematic error cannot
be used for the dating of the catalogue

Let us now provide a somewhat different inter-
pretation of the calculated values of v,,,, and @,,,,. The
use of stellar coordinates (it suffices to consider noth-
ing but the latitudes, as a matter of fact) permits an
easy calculation of the ecliptic poles P, (for the cat-
alogue under study) and P(t) for the calculation cat-
alogue of the moment ¢, qv in the diagram.

It is obvious that the arc distance between P, and
P(t) equals v,,, precisely, and that the compensation

Fig. 5.0a. The two poles — on the ecliptic and in the catalogue.
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of the systematic error requires nothing but the su-
perposition of these two poles. Let us now consider
the changes in the general picture that take place over
the course of time. Since P(¢) shifts within the limits
of one degree, we can use a flat diagram and assume
that the motion of P(t) is uniform, qv in the diagram.

Velocity v of this uniform motion is easy enough
to calculate if we know the values of v, for two dif-
ferent points. We can then calculate the moment *
when the position of the real pole is the closest to that
of the catalogue pole. Prima facie we might assume
that this moment can be declared as the dating mo-
ment deduced from processing the coordinates of a
great many stars. However, we have already demon-
strated the fallacy of such logic; therefore, it has to be
said that one cannot date the catalogue to the moment
of t*. Indeed, if the possible systematic error in Ptol-
emy’s estimation of the ecliptic can equal the value of
d, all the moments in time that correspond to the pas-
sage of the pole P(¢) through a circle with the radius
equalling & whose centre lays in the point P, should
be regarded as possible candidates for the moment of
dating. However, we do not know the value of 8. We
can naturally estimate it, but only given that we know
the dating of the catalogue. A different presumed dat-
ing shall yield a different estimation value. Therefore,
this value already contains the presumed dating.

Thus, depending on Ptolemy’s systematic error,
or the error in the determination of the ecliptic, the
moment t* can either precede the real date of the cat-
alogue’s compilation or postdate it. In the former
case, the catalogue (or, rather, the part of it for which
we are trying to estimate the value of y,,,,), gains “extra
age”, beginning to resemble a catalogue compiled in
the year ¢*. In the latter case (when t* postdates the
real compilation dating) the catalogue becomes more
recent. Below we shall see that both these possibili-
ties are implemented in the Almagest. However, the
terms “extra age” and “more recent” refer to a cata-
logue where the systematic errors were not compen-
sated. What we end up with after the compensation
is a “refined catalogue” which only contains random
errors whose square average value can be estimated
to equal ©,,,, although no individual value can be
determined.

Let us now consider the practical use of the gen-
eral idea as specified above in more detail.
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1.
MAIN DEFINITION

From this chapter and on we shall assume to be
dealing with a catalogue whose every star has a single
double among the stars of the modern catalogue. Ac-
cordingly, we shall be using index i in order to iden-
tify the stars, as well as [; and b; for the ecliptic longi-
tude and latitude of star i in the Almagest, respec-
tively. L,(t) and B,(¢) shall be used for referring to the
real longitude and latitude of star 7 in epoch . Bear in
mind that time ¢ is calculated backwards from 1900
A.D. and measured in centuries — that is to say, t =
3.15 shall correspond to the year 1900 — 3.15 X 100 =
1585 A.D., for instance, and ¢ = 22.0 shall correspond
to the year 1900 — 22 X 100 = 300 B.c.

Let t, equal the unknown time of the Almagest cat-
alogue compilation. The real longitude and latitude
of star i for the year when the catalogue was compiled
shall be indicated as Land B/ that is, L= L,(t,,), B{=
B;(t,). Let AB,(t) = B;(t) — b; stand for the difference
between the real latitude of star i for moment ¢ and
its latitude as given in the Almagest. The value of
AB(t) shall be referred to as the latitudinal discrep-
ancy for moment f. This value shall stand for the error
in the estimation of the latitude of the Almagest star
i under the condition that it was compiled in epoch
t. It is natural that the real error in the estimation of
the latitude is represented by AB,(t,) = AB:.

As we already pointed out in Chapter 3, we only
have to analyze the latitudinal errors in the case of the
Almagest. The reasons for this were explained in de-
tail above.

2.
THE PARAMETERISATION OF GROUP ERRORS
AND SYSTEMATIC ERRORS

Let us consider a certain group of stars such as a
constellation or several constellations. We shall define
the group error in the latitudinal coordinates of these
stars as the error in the estimation of stellar latitudes
for the group in question resulting from the motion
of the stellar configuration under study across the ce-
lestial sphere as a whole. Therefore (we shall put a spe-
cial emphasis on this circumstance due to its exten-
sive use below), any subset of this configuration also
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shifts across the celestial sphere as a whole with the
same angle as the entire configuration. Such shifts
have three degrees of freedom — that is, they can be
described by the specification of three parameters
which we shall shortly define.

In fig. 5.1 one sees a diagram of the above. The po-
sition of the real ecliptic for the time moment ¢, is
represented on the celestial sphere whose centre is in
point O. The respective points of the vernal and au-
tumnal equinoxes are marked Q and R on the eclip-
tic. Point P represents North Pole of ecliptics. Point
E represents the position of a given star. As we have
already mentioned, all the group errors for a fixed
stellar group in the ecliptic latitude made by the com-
piler of the catalogue can be considered to stem from
the miscalculation of the ecliptic pole without ex-
ception, or the result of the fact that the compiler
used the wrong point for the pole — P, instead of P.

This point corresponds to the perturbed ecliptic
which is referred to as the catalogue ecliptic in fig. 5.1.
Its position can be determined in a unique way after
we determine the following two parameters — firstly,
angle v between the lines OP and OP,, or the very
same plane angle between the planes of the real eclip-
tic and the catalogue ecliptic. Secondly, we must cal-
culate angle @ between the equinox line RQ and line
CD that results from the intersection of the real eclip-
tic plane with that of the catalogue ecliptic. This pa-
rameterisation is convenient for analytic purposes.
However, we shall also be using value 3 alongside ¢,
which can be interpreted as follows (see fig. 5.1). The
shift of the ecliptic can be decomposed into the com-
position of two rotations — one around the equinox
axis RQ equalling angle v, and the other around the
axis that also lies within the plane of the ecliptic and
is perpendicular to axis RQ and equals angle f3. Thus,
B stands for the length of arc Q,Q which pertains to
the large circumference that goes through pole P,
and point Q. The astronomical meaning of the point
Q, is clear enough. It is the vernal equinox point on
the ecliptic of the catalogue. It is obvious that angles
v and @ unambiguously define the angles y and B;
the reverse is also true. The desired relation can be de-
termined from the consideration of a spherical right-
angled triangle CQ,Q. The angle at the vertex Q, is
aright one, the angle at the vertex C equals v, and the
length of arc CQ equals B. The result is as follows:
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sin 3 = sin y sin @ (5.2.1)

The third degree of freedom is defined by the ro-
tation of the sphere around the axis P,P}, qv in
fig. 5.1. However, this rotation only affects stellar lon-
gitudes, leaving their latitudes intact. Therefore, we
shall not be considering this degree of freedom. Let
us point out that instead of the parameters specified
we could choose any other set of basis parameters
that define the rotation of the sphere. This obviously
cannot affect the further conceptual development of
our method.

Let us now study the distortion of the real coor-
dinates of star i as affected by the systematic error of
this kind. The real latitude B and the latitude of this
star L} are equal to the lengths of arcs EE' and QE'
counted clockwise as seen from pole P, respectively.
The respective distorted latitude and longitude b; and
I;equal the lengths of arc EE, and Q,E,. Bear in mind
that the latitudes of stars whose real longitudes are
greater than the latitude of point D and smaller than
that of point C are reduced, whereas other latitudes
increase, qv in fig. 5.1. This corollary does not apply
to all stars, strictly speaking. It is false for the stars lo-
cated at the angle distance of y or less from the poles
Pand P'. However, since the value of y is anything but
great, there are very few stars which can be found in

Fig. 5.1. Parameters defining the systematic error.
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Fig. 5.2. The dependency between the systematic latitudinal
discrepancy and the longitude.

such a small area. Virtually none of those are con-
tained in the Almagest catalogue. As we shall see, the
value of 7y equals circa 20'".

Bearing in mind the value of ¥ being minute, one
can suggest the following approximated formula for
the latitudinal discrepancy:

AB% =y -sin(L} + @). (5.2.2)

In other words, the systematic error in stellar lat-
itude estimation can be represented with the sine
curve we see in fig. 5.2. It is very much like the curve
discovered earlier by Peters and Knobel ([1339]) when
they were processing the data from the Almagest cat-
alogue. The error rate of formula 5.5.2 does not ex-
ceed 1' for the stars whose |b,| < 80° and is therefore
of no importance to us, so we shall consider the for-
mula 5.2.1 absolutely precise. For the sake of propri-
ety we shall exclude the stars whose absolute latitu-
dinal values exceed 80 degrees from further consid-
eration. We shall refer to the systematic error
hereinafter, since the methods described are only valid
under the assumption that we are considering a large
group of stars. The verification of whether or not the
discovered discrepancy coincides with group errors
for individual constellations is a problem in itself. Its
application to the Almagest is considered below, in
Chapter 6.

Assuming that the time t, of the catalogue’s com-
pilation is known, we can calculate the parameters y
and ¢ which define the systematic error as follows:

1) We shall calculate the real latitudes B4 and lon-
gitudes L? for all the stars from the group under con-
sideration (corresponding to the moment ¢,).

2) Then we must find the values of parameters y*
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and @* which lead us to the solution of the problem
in question.

o*(y%, ©*) — min, (5.2.3)

where
o’ (Y, @) =) (B — b, — ysin(Li+ ¢))™.

Had there been no other errors in the catalogue
except for the systematic ones, the relation 5.2.3 would
transform into the equation 6°(y*, ¢*) = 0. However,
the presence of random errors in stellar coordinates
makes the minimum of 5.2.3 differ from zero.

In our situation, the catalogue compilation mo-
ment f, remains unknown; therefore, we must cal-
culate the systematic errors for all possible values of
t from the interval 0 < t < 25 under study, namely, the
position of the real ecliptic and the equinox axis are
calculated for every value of #. Then, just as we see it
in fig. 5.1, the parameters y = y(¢), @ = ¢(¢) and =
B(¢) are introduced; they define the relative positions
of the catalogue ecliptic and the ecliptic for epoch t.
The values of y(¢) and ¢(t) are found as the solution
of the problem

o> (y(b), (t), t) — min, (5.2.4)

where
G20 9.0 =3 (AB() —ysin(L,(1) + §))* (5.2.5)

Once again, had this case been ideal (with no
other discrepancies but the systematic error inher-
ent in the catalogue), the relation 5.2.4 could be tran-
scribed as the following equation (disregarding the
minute effects of proper star movement): 6>(y(t),
o(1), 1) =0.

As for the proper movement effects, let us remind
the reader that the quantity of visibly mobile stars
on the celestial sphere is very small as compared to
the entire number of the Almagest stars. The solution
of this last equation would exist for all the values of
t; however, these equations would not enable us to cal-
culate the date of #,. It is all the more impossible to
calculate it from the relation 5.2.4 which acts as a
substitute for the equation in question when we con-
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sider a real catalogue containing random errors. We
can merely calculate the systematic error as a func-
tion of the alleged dating . This error is naturally de-
pendent on the presumed dating due to the fluctua-
tion of the ecliptic over the course of time. It is pre-
cisely why we aren’t referring to the dating of the
catalogue, but rather the deduction of its systematic
error as a function of the alleged dating .

The real catalogue contains random errors apart
from the indicated systematic errors. Therefore, the
discrepancies B,(t)-B, are random, and their values are
scattered around the sine curve of their average value
as seen in fig. 5.2. Assuming that other errors of the
catalogue than the systematic ones are of a random
nature, the problem of calculating y(t) and ¢(t) is
one of regression parameter determination.

3.
CALCULATING PARAMETERS
v(t) AND o(t) WITH THE METHOD OF
MINIMAL SQUARES

Let us find the solution for the minimization prob-
lem 5.2.4 and 5.2.5 expressed as y(¢) and @(¢). Below,
in actual examples, this problem will be considered
for groups containing different quantities of stars.
We shall therefore be using the following standard-
ized values for our calculations for which N will de-
fine the quantity of stars in the group under study.

1
55(v, o, t)=ﬁcz(v,cp, 1),
1 & .
5, (1) = ~ > AB,(t)sin L, (1),
i=l

N
ey (1) = %ZAB,- (1)cos L, (1),

i=l

N
200 =37 sin L0
1 &,
cy()=— Y cos? L; (1),
N i=l

N
d(1) = ]:T—Zsm L;(f)ycos L, (1).

i=l
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Let us point out that all such values can be calcu-
lated for any time moment ¢, depending on the val-
ues of the modern stellar coordinates as well as the
star coordinates in the Almagest catalogue.

Obviously, the minimization problem 5.2.4 is
equivalent to the minimization problem

(Y, @, t) — min, (5.3.1)
in the sense that the parameters y(¢) and @(t) defined
by the relation 5.3.1 coincide with the parameters de-
fined by the solution of the problem 5.2.4.

As we already pointed out, solving problem 5.3.1
only makes sense for large stellar groups, and since we
shall study the statistical properties of such a solution
below, we shall hereafter use v,,,,.(t) and @,,(f) in order
to refer to values which satisfy to relation 5.3.1.

The value of

G iin(1) = Oo(Yorar(1)> Pura(1), 1) (5.3.2)
is rather transparent from the point of view of physics.
It is the square average latitudinal discrepancy as ap-
plied to the group of stars under study for moment
t resulting from the compensation of the discovered
systematic error in Y, () and @,,,,(t). As we shall see
below, the value of G,,,(t) is hardly dependent on
time at all due to the extremely low proper movement
velocity of most stars. Thus, we shall also use the in-
dication ©,,,,. Bear in mind that the square average
latitudinal discrepancy prior to the compensation of
this error would equal the following value for mo-
ment £

N
Ginit =60(0,0,7) = % D (AB; (1), (53.3)
i=1

Thus, the difference AG(t) = G,,,(t) — G,,..,(f) esti-
mates the effect of compensating the systematic error
Ysmt( t) > (Psmz( t) .

Further on when we shall define the values of vy, (t)
and @, (t) from the relation 5.3.1, we shall presume
the time moment ¢ to be fixed. We shall therefore omit
argument t from our calculations, that is, we shall use
L, instead of L,(¢), s, instead of s,(¢) etc.

In order to find the minimum in the relation 5.3.1,
we shall take the partial derivatives of functions c5(Y,



140 | HISTORY: FICTION OR SCIENCE?

¢, t) by yand ¢ and render them to zero. Bearing the
formula sin(L; + @) = sinL,cos@ + cosL;sin¢ in mind,
we shall end up with the following equations:

5, COSQ + ¢, Sin@ =

=7 [5,c08’@ + 2d cos@ sin@ + ¢, sin’g], (5.3.4)

—C, COSQP + 5, SInQP =
=7y [d cos’@ + (s, ¢,) cos@ sing + dsin’@]. (5.3.5)

If we divide the equation 5.3.4 by 5.3.5, we shall get

spteptang sy +2dtang+c, tanz(p

—Ccp +5, N0 —g+(sy—cy)tang+dtan’e

Once we render both parts of this equation to a
common denominator, we shall come to the follow-
ing equation concerning tane:

(1+tan’@) (s, — 5pd) + (1+tan’@)tan@(c,d — s,c,) = 0.

This makes it easy to calculate the tangent of the
optimal value of @,,,,:

_de —CpSH

tang,,,, = (5.3.6)

de— SpCo )

The equation 5.3.6 permits a unique determina-
tion of @,,,; after that, the optimal value of v,,,, can
be deducted from 5.3.4, for instance:

Y stat =

Sp COS P gy + Cp SN P g1

- 2 : .2
82 COS™ Qg + 2dcos D star S P gpqp + €2 SINT O g1

\/cbd2 —2s,c,d + sb2c§ + cb2s§

d2 —87C)
(5.3.7)

Formulae 5.3.6 and 5.3.7 make it feasible to find
the desired solution of the problem of calculating the
estimations for @, and v,,, by the method of min-
imal squares.

It would be expedient to conduct a sensitivity
analysis for this problem. Let us regard the second-
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order partial derivatives of the function ¢*(Y, ¢, )
with respect to y and ¢:

8% (v, 0,1)

o= oy 1= star (090 g1 (1)
ap (1) = 0%’ (r.9.0

00 {21 41ar (0070 5t (1)
ay (= w

o¢ Y=Y star (05970 sgqr (1)

Keeping in mind the equations 5.3.4-5.3.7, we can
easily determine the following expressions for these
partial derivatives:

ayy =2(s; cos 2 Pstar +2d COS P g1y SINQ g1y + €5 Sinz P star) =
=2/v sz‘at)(sb COS P pgr +Cp sin q’smt)v
ayy =2(cp COS @ g = S5 SINQP 14 ),
ay =2y .%mf (sysin : O star = 2d SN Q g1/ COS P 5 + €5 COS : Pstar)-

(5.3.8)

In order to estimate the errors in calculating the
square average error rate 6(7y, ¢, t) considering the
aberration of the values yand ¢ from the calculated
optimal values @, and 7,,,,, let us use the following
decomposition of the function 6*(y, ¢, £) for the vicin-
ity of point (y(t), ¢(¢)):

&2 (1,9, 1) % Oin + a1 (DY =¥ 5100 (1) +
+2a (O =¥ star (D@ = @ 5100 (1) + A (@ = P g (1) .
(5.3.9)

In the last formula we disregard the terms of mag-
nitude order three and higher as related to the dif-
ferences Y — V... (t) and @ — @, ().

Formula (5.3.9) allows for an elementary estima-
tion of the sensitivity of the square average error G(Y,
O, 1) to the variation of parameters y and ¢. For this
purpose it suffices to determine the values a,,, a,,
and a,, pertinent to the right part of 5.3.9. After the
estimation of vy,,,,(f) and @,,,,.(t), they can be easily cal-
culated by the formula 5.3.8.

Formula 5.3.9 demonstrates that the “level curves”
of square average errors manifest as ellipses on the
plane (Y, ), qvin fig. 5.3. The centre of the ellipsis is
in point (Y, Qy.,) for which the value of the square
average error equals G,,;,,. The direction of the ellip-

min®
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Fig. 5.3. Level curves of square average error G (7, @, t) where
tis a fixed value.

tic axes and the relation between them are determined
by the standard analytical geometry formulae through
the values a,,, a,, and a,,, namely, the tilt angle o. of
one of the ellipse axes is determined by the following
relation:

2(112

tan 20L =
app tay

The second axis is perpendicular to the first. The
lengths of the axes relate to each other as A,/A,, where
A, and A, are the roots of the quadratic equation

22 - Mayy + ay) +(ay ay, - 0122) =0.

a,
VARIATION OF THE PARAMETERS 7 ,,(f) AND
© sgat\t) OVER THE COURSE OF TIME

Above we have made the assumption that the mo-
ment ¢ is fixed. We shall now consider how the pas-
sage of time affects the behaviour of the calculated
values v,,,, and Q,,,,.

This behaviour can be determined from the for-
mulae cited in the previous section. These formulae
contain the values L,(t) and B;(¢) which define the
temporal dependency of 7,,,, and @,,. The changes
of the longitudes (L,(¢)) and the latitudes (B;(t)) over
the course of time have been studied well enough, qv
in Chapter 1. The respective calculations were of a
complex enough nature and required the use of a
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computer for a quantitative calculation of temporal
dependency estimation for v, (t) and @, (?), qv in
Chapter 6. We shall merely analyse the qualitative be-
haviour of these functions herein.

Let us once again consider the celestial sphere, as-
suming all of the stars thereupon to be immobile for
the sake of simplicity, thus returning to Ptolemy’s
conceptions, albeit merely for the sake of simplifying
the argumentation and the calculations. We are well
entitled to it since the percentage of the stars with no-
ticeable proper movement velocity (ones that move
by several arc minutes over the 2500-year time inter-
val under study) is comparatively low. Such stars
hardly affect the calculation of parameters v,,,,(¢) and
O, (1) that we are concerned with presently.

In fig.5.4 one sees the celestial sphere as well as the
real ecliptic for catalogue compilation epoch ¢,. It
would be expedient to compare figs. 5.1 and 5.4. In
the epoch 1, that remains unknown to us the eclip-
tic pole P(t,) was occupying a certain position on the
celestial sphere. The compiler of the catalogue was
naturally not ideally precise in his indication of the
ecliptic on the celestial sphere. Therefore the pole P,
of his “catalogue ecliptic” assumed a position differ-
ing from that of P(t,).

Let us draw the arc of a large circle that shall con-
nect the pole P(t,) with the respective vernal and au-
tumnal equinox points Q and R. In addition, we shall

Fig. 5.4. Geometrical definition of the angles ¢ and y on the
celestial sphere.
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Fig. 5.5. Calculating the qualitative temporal dependency of
Yorar (1) and @y, (£5).

draw the arc of the large circle D(t,)D'(t,) that shall
pass through P(t,) and cross the recently-built arc Q
P(t,)R at a right angle in point P(t,). If we knew the
date t,, then the method of minimal squares as de-
scribed in section 3, would give us the opportunity
to find the parameters of yand ¢ that define the mu-
tual disposition of the ecliptic for epoch t, and the
catalogue ecliptic. Fig. 5.4 demonstrates that these
very angles also define the mutual disposition of the
poles P(t,) and P, on the celestial sphere — namely,
the value of y equals the length of the arc P(t,)P, in
arc values, and angle @ equals the angle P,P(t,)D'(t,).
As we point out in Chapter 1, the celestial position
of the ecliptic alters in the course of time. This is the
manifestation of the ecliptic fluctuation effect. There-
fore, the ecliptic pole for moment ¢ that differs from
t, shall be located in point P(t) which will also differ
from P(t,).

The ecliptic pole trajectory on the celestial sphere
is indicated with a dotted line in fig. 5.4, one that
crosses the points P(#) and P(t,). Thus, in order to
combine the ecliptic of epoch ¢ with the catalogue
ecliptic, one has to superpose poles P, and P(¢) over
one another. The length of arc P(t)P, equals the value
of V..., (1), and the location of the ecliptic rotation axis
that provides for such a superposition can be para-
meterised by angle P,P(t)D'(t) where arc D(t)D'(¢) is
“parallel” to arc D(t,)D'(t,).

In order to understand the quantitative behaviour
of the functions v, (#) and @, () better, let us use a
two-dimensional drawing depicting just the ecliptic
pole shifts. This is permissible, since the values of
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their shifts are a priori known to fall into the range
of one degree. We shall thus make a two-dimensional
copy of the polar part of fig. 5.4 — see fig. 5.5.

As it is obvious from fig. 5.5, the real ecliptic pole
shifts over the course of time due to the fluctuation
of the ecliptic. For the interval under study the value
of this shift equals a mere 25' on the average, and so
we can draw it as a straight line (see the dotted line
in fig. 5.5). The motion of the ecliptic pole along this
line can be considered uniform with a high enough
degree of precision. And so, the distance between the
poles P(t) and P(t,), for example, shall equal v(t, — t)
where v is the velocity of the ecliptic pole’s motion.
This velocity approximates 0.01' per year. As we have
mentioned above, in the observation epoch ¢, the
catalogue compiler had made a mistake in his esti-
mate of the ecliptic plane which resulted in the shift
of the catalogue ecliptic pole into point P, which dif-
fers from P(t,). Should this result in the perpendicular
between P, and the ecliptic pole motion trajectory
cross it in point t* > t, as is the case in fig. 5.5, this
error of the compiler shall obviously add extra age to
the catalogue ecliptic, namely, make it correspond
best to the ecliptic of the year t*. The opposite hap-
pens if this perpendicular crosses the trajectory in
point ¥ < t, — the author’s mistake would thus make
the catalogue “more recent”. In order to give the reader
an impression of the real value correlations, we shall
indicate that for the Almagest the distance between
ecliptic poles P(0) for 1900 A.p. and P(19) for the
early A.p. period roughly equals 20" — the value ap-
proximates that of the error v,,,(t,).

Earlier we mentioned that the value v,,,(t,)
equalled the length of segment P(t,)P,, whereas
Oy (t,) was equal to angle P,P(t,)D(t,). In a simi-
lar manner, v,,,,(#) = P(t) P,. Here the horizontal line
on top refers to the length of the segment. However,
angle P,P(t)D'(t) does not equal @, (t), since by mo-
ment ¢ the vernal equinox axis would shift by the
value o(t, — t).

Here o stands for the annual angle velocity of pre-
cession that roughly equals 50", qv in Chapter 1. This
shift corresponds to the value of angle D'(#)P(t)S(¢)
in fig. 5.5. Thus, @,,(#) is equal to the angle
P,P(1)S(t), where angle D'(t)P(£)S(t) = w(t, — t).

In order to evade such bulky indications, let us
assume that
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x(1) =P()P(ty), y=P(t)P(t), z=PP(t),
y() = APAP(t)D'(t), 5= LD(IA)P(IA)P(I),

The value of v,,,,(t,) can be referred to as the eclip-
tic estimation error; it has the order of 20' in the
Almagest. Angle & does not depend on ¢ and equals
the angle between the motion direction of the eclip-
tic pole and line D(t,)D'(t,) as estimated above. It is
obvious that

z= Ystut(tA) Sin(8 - (pstut(tA)))
y = Ystat(tA) COS(8 - (pstut(tA))‘

Since x(t) = v(t, — t), from fig. 5.5 we get

YStat(t):\/(V(tA _t)+y)2+Z2 —

2 2 2
Ay )+ 2000~ 4204 )2,
(5.4.1)
Quite obviously, the minimal value of this func-
tion is reached with ¢ = *. If we are studying a case

of |t —t,| << |t, — t¥], the function of v,,,(t) behaves
almost as if it were linear:

ystat(t) ~ ysmt(tA) + VCOS(S - (pstat(tA))(tA - t)'

The function of @, (#) is also easy enough to find:

)
y+v(ty -1/
(5.4.2)

Qg (1) =0+t 4 1)~ arctan(

Once again, if |t — t,| << |t, — t*|, one can use lin-
ear approximation:

P star (t) = Pstar (tA ) +Lw+ M}U‘A —1).
Y stat (t A )

Naturally, the formulae that we end up with can
only give us a general idea of the character of such
functions as v,,,.(t) and @, (¢). In fig. 5.6 we can see
an approximated representation of these functions
that we get from the formulae 5.4.1 and 5.4.2. It is ob-
vious that their actual form depends on the error rate
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Fig. 5.6. Approximate view of the functions ¥, (#) and
Qo (D).

for the catalogue compiler’s accuracy, that is, the val-
ues of v,,,,(t,) and @, (t,). Formulae 5.4.1 and 5.4.2
also define the nature of the dependency B, (t), qv
in formula 5.2.1.

Let us discuss the geometrical meaning of these
calculations. We shall consider the Ptolemian coordi-
nates of a certain star groups considering the obser-
vations to have been carried out in the time moment
t. We must then compensate the systematic error
Yerar (1)> @yar(2), OF rotate the entire group by angle
Yera: (1) around the axis which is on the distance @, (f)
from the equinox axis. We shall assume that we have
been perfectly precise in our estimation of the sys-
tematic error. Then the catalogue ecliptic pole P, shall
become superimposed over the real pole P(t). Obvi-
ously, such a superimposition will not make the lati-
tudinal discrepancies of the stars equal zero, since the
catalogue also contains random errors. However, these
errors do not affect the position of the ecliptic pole,
having a null average value — or, rather, they affect it
to a very small extent which is inversely proportional
to the quantity of the star group under study.

From fig. 5.5 we see that the shift of pole P, to-
wards the point P(t) can be decomposed into a com-
position of two shifts — P, to P(t,) and P(t,) to P(t)
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in a single possible manner. The parameters v, (t,)
and @, (t,) which define the first shift refer to the ob-
server’s error, namely, the error made by the cata-
logue compiler in the estimation of the ecliptic plane.
The second shift is defined by the centenarian fluc-
tuation of the ecliptic plane which can be calculated
by Newcombe’s theory.

All of the above also implies the following corol-
lary. Let us mark the latitudinal discrepancy of star i
calculated for the presumed observation moment ¢ as
AB((t), and the same discrepancy for moment ¢ after
the compensation of the systematic error as AB}(f) =
AB;(t) = Yo (1) sin(L;(£) + @,,,,(1)). Then the values of
AB?(t) shall be independent from t and equal the ran-
dom errors made by Ptolemy in the estimation of the
latitudes. The situation changes when mobile stars
enter the stellar group under study. For them the
value of AB(#) shall depend on the time . The de-
pendency character is defined by the values of indi-
vidual random errors as well as the direction of
proper motion velocities of all stars as viewed at once.
In particular, for the unknown epoch ¢, the value of
AB(t,) shall equal the random latitudinal error for
star i. It would be natural to expect that if this star
moves fast enough, and happens to be well-measured
at the same time, the value of AB?(t) should reach its
minimum somewhere around the point t,. The size
of this minimum range depends on the value and the
velocity of a given star’s proper motion and equals
hundreds of years even for the fastest of stars —
Arcturus, for instance.

The above consideration and fig. 5.5 have a rather
important implication that in order to determine the
pole P, of the catalogue ecliptic we only need to know
the two values of v,,,, which will correspond to two
respective time moment values — ¢; and .

Indeed, Newcomb’s theory makes it relatively easy
to determine the ecliptic pole motion speed v, qv in
Chapter 1. Let us fix two arbitrarily chosen time mo-
ments ¢, and t, (see fig. 5.7). We shall use the formula
5.3.7 to calculate the values of v, (#,) and 7, (%,).
Let us now draw the line of the ecliptic pole’s motion
through time, marking the points ¢, and t, thereupon.
The scale we have to choose must make the distance
between the two points equal v|t, — t,|. The position
of the ecliptic pole P, is determined as the intersec-
tion point of the two circumferences whose centres
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Fig. 5.7. Calculating the values of ,,,(¢) and @, (f).

are located in points #; and whose radiuses equal
Yeuar (1), 1 = 1.2. Fig. 5.7 demonstrates how one calcu-
lates the values of v,,,.(t) and @,,,(#) that correspond
to arbitrary ¢ values. It just has to be noted that the
line S'S that angle @,,,,(#) is counted from crosses the
trajectory of the ecliptic pole motion at angle &().
This angle can also be calculated with the aid of New-
comb’s theory. The astronomical meaning of the
straight line S'S is obvious enough — it is a “straight-
ened out” part of a large circumference pertaining to
the celestial sphere that crosses the ecliptic pole P(?)
of epoch t and is perpendicular (at P(¢)) to another
large circumference which also crosses P(f) and the
equinox point of epoch .

In a similar way, the calculation of the parameters
Yorar (1) and @, (¢) for all the values of ¢ shall require the
knowledge of two values only — @,,.(t,) and @, (%,).

We shall however work with angle 7. It is a pithy
value, being the error in the estimation of the tilt
angle between the equatorial and the ecliptic plane.
Let us point out that this angle can be fixed with the
use of the armillary sphere, for instance. Therefore,
the error y inherent in the value of this angle may be
an instrumental error of the armillary sphere, qv in
Chapter 1. Thus, error 7 arises in the course of as-
tronomical observation naturally. Apart from that,
the choice of 7y for the representation of a parameter
shall further receive statistical validation.

5,
THE STATISTICAL PROPERTIES
OF THE ESTIMATES OF y 57, AND ¢ g7,

We shall now consider the problem of calculating
the parameters v and @ which define the systematic
error of the catalogue as a problem of statistics. Let
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us assume the following for this purpose: the cata-
logue compiler introduced the systematic error at
time moment t,; said error is defined by parameters
Y4 and @,. Apart from that, let us assume the latitude
of each measured star to have been affected by the
random perturbation &; with a zero average as a re-
sult of the observation error, or EE; = 0. It is pre-
sumed that random errors &; which correspond to
different stars are independent and distributed uni-
formly. Let 6> = E&? stand for the dispersion of the
random value & ; this dispersion remains unknown
to us in general.

The latitude of star i shall assume the following
form in these presumptions:

b; = By(t,) — Y, sin(L(t,y) + @4) +&; (5.5.1)

From the statistical point of view, what we have in
front of us is a sample that consists of N realizations
of random values {b;},"; of the 5.5.1 variety. This sam-
ple has to be used for the statistical calculation of y
and @ parameters of y, and @,, as well as the calcu-
lation of the G value which is equal to the square av-
erage equation error. We shall localize the problem
immediately and study the estimations of ¢ = @,
and ¥ = ¥y, calculated with the minimal square
method. These estimations have the form of 5.3.6
and 5.3.7. Most of our attention shall be turned to-
wards the estimation of the y, value for reasons ex-
plained at the end of Section 4.

Formula 5.5.1 looks traditional for regression
analysis. Indeed, this equation claims observation
error Ab; = B,(t,) — b; to be a random value with the
average Y, sin(L,(t,) + ¢@,) depending on unknown
parameters Y, and @, and the dispersion 6°. One has
to estimate the values of unknown parameters using
the minimal square method and determine the sta-
tistical qualities of the estimations received. Under
such conditions, the curve Y(x) = v, sin(x + @,) is
usually referred to as the line of regression.

Let us define the values of y and ¢ using the rela-
tions expressed in 5.3.6 and 5.3.7. Discrepancies Ab;
are random by presumption. Therefore, the estimates
of @,,,, and v, that we get from these formulae are
random values as well. Let us study their statistical
qualities and consider their relation to the unknown
true values of @, and v,.
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Let us perform a substitution for s, and ¢, in the
formulae related above, using the difference
Ya sin(Li(t,) + @,) — &; instead of Ab; and apply said
substitution to formulae 5.3.6 and 5.3.7. We shall
come up with the following expressions for the val-
ues @, and Y.

N
%Za,- (53008 L; (14)~d sin L; (1))

i=l

tan@ 4 + 3
)
tan(psmt = N vl R (552)
38 (epsin L (ty)-d cos L (1))
1+ = >
Y A(d7=85c7) cos o 4
1 N
v &SI Ly (20) + tan g 4 cos Ly (1))
_., (5.5.3)
Vstat =Y 4 P . b
(sy+2dtang 4 +cytan” @ 4)cos 4
Let us introduce the value
R= (YA(dz — 5,€,) €os (pA)il'
In this case 5.5.2 can be transcribed as
R N
tang  +-— Y &;(sycos L;(t4) —dsin L, (1))
- Vi 5.5.4
tan @y, = . ( e )

N
1*%2@1‘(0251“ Li(ty)—dcosLi(t,))
-1

The condition EE; = 0 tells us that the received es-
timation of parameter v,,,, is not shifted, that is:
EYyr = Ya- (5.5.5)

The dispersion for the estimation of 7y,,,, expressed
through D, looks like this:

02

D, = . (5.5.6)

! _N(cosz(pAsz +2dcos ,sing 4 +czsin2(pA)

If observation errors &, are distributed normally,
the same applies to the value v,,,,, and the first two
moments (5.5.5 and 5.5.6) define its entire distribu-
tion. This fact shall give us an opportunity to build
the trust interval for the value of v,.

The estimation analysis of @, is a bit more
complex. Let us used the equation rendered from
formula 5.5.4:
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an @y, —tang =

R .
WZ&,[((SZ+dtan(pA)cosL,-(tA)—(a'+02 tan 4)sin L;(t4))
=

N
l+§2§,~(czsinL,~(tA)—dcosL,(tA))
i=l

(5.5.7)

as well as the fact that for large values of N the sec-
ond item in the denominator of the right part of 5.5.7
is a small value. This value is indeed of a random na-
ture, with a null average and the dispersion of

o2,

Ny (102 —d)cos” o

If &; are distributed normally, the same applies to
the value under study. It has the following implica-
tion for the Almagest: even for N = 30 the probabil-
ity P that the denominator of the right part of 5.5.7
shall be negative does not exceed 5 x 107>, This prob-
ability diminishes drastically with the growth of N:
Py <2.5X 1074 Pgy <4 X 107, Pyyg 3 X 107, Pyyy <
8 X 107", P3y £ 2.5% 1075,

Formula 5.5.7 implies that, in general, E tan @, #
tan ¢,. However, we can easily obtain distribution
function F(x) of the random value tang,,, — tang,
from this formula which we need for the estimation
of the trust interval for @,. Indeed, if we are to dis-
regard the rather improbable case of the denomina-
tor in 5.5.7 becoming negative, we can educe the ex-
pression for F(x) from this formula:

F(x) = P(tan @,,,, — tan ¢, < x) = P(1,. — x),
where random value 1, has the form of
Ny :%IZ&((sz +d(tan @ 4 +X)cos L; (1 4)) — (d + s (tan ¢ 4 +X)sin L; (1 4))).
Therefore, if values &, are distributed normally
with the dispersion equalling 6°, value 1, shall have

Gaussian distribution with a null average and the dis-
persion of

2.2
D(n,) = R (38 —d*) (55 +2d(x+tan @ 4) + ¢5(x+tan g 4)?).

N

(5.5.8)
Thus,
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F(9)=(x/\[D(n,)), (5.5.9)

where ®(x)=@2n)? [exp(~u?/2)du.

The values of v,,,, and @,,, as calculated above are
the so-called punctual estimations of the unknown
parameters Yy, and @,. Since we have found the dis-
tribution functions for these estimations, one can
study the issue of possible errors inherent therein.
Let us answer this question in standard terms used for
trust intervals based on formulae 5.5.5, 5.5.6, 5.5.8
and 5.5.9.

In mathematical statistics the problem of confi-
dence interval calculation is dependent on the fol-
lowing situation that we shall illustrate with the ex-
ample of estimating the value of ,. This value is a de-
terministic error of a very certain nature made by the
compiler of the catalogue. As a result of the statisti-
cal estimation of y, — with the aid of the minimal
square method in our case — we end up with the ran-
dom value v,,,. One wonders about the boundaries
of the unknown value v, if we already managed to de-
termine v,,,,.

In order to keep these boundaries from becoming
trivial, we have to define the acceptable error rate
probability — that is, the probability of specifying such
boundaries that shall not contain the true value of y,.
Let us use € for referring to the acceptable error rate
probability. Confidence level shall equal 1 — € in such
a case. The random value of v, is distributed nor-
mally, with parameters defined by formulae 5.5.5 and
5.5.6. Therefore, for x > 0 we shall have

P(Y siar =¥ 4l <X) =@([D, x) - @ ([D, ).

Let us define the value of (g/2) — the fractiles of
normal x, distribution from the equation:

(D(\/Exe)—(l)(—\/axs):l—s,

or, alternatively, another equation that gives the same
result &(- /D, x,)=¢/2.
Then the interval

Iy(a) = (’ystut = Xe> Yotar T xs) (5'5~10)

shall represent the confidence interval for y, with
confidence level of 1 — €. This follows from P(|y,,,, —

Yal 2 x,) = €.
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When we try to calculate the value of x,, we must
particularly lean upon the value of D,, which depends
on the unknown parameters 6° and @,. As it is usu-
ally done in mathematical statistics, we shall replace
¢ in the formula for D, by the residual dispersion

1 & .
OO0 sars @stars 1) = 3 2 (ABH(1.4) =Y sar SINCL; (1) +0 )
i=l

defined by formula 5.5.3, and @, by @,,,. Catalogue
compilation moment ¢, also remains unknown to us;
thus, all the calculations as listed above have to be
carried out for all the time moments ¢ in order to es-
timate the systematic error Y, (), Q. (f), assuming
the catalogue to have been compiled in the random
fixed epoch t.

In a similar way we can educe the confidence in-
terval for @, with the confidence level of 1 — €. This
interval I,,(¢) shall look like this:

yE yE 1

Pstar — 3 > Pstar
( L+ tan® @ g — y, tan @ g,

+
3 ,
1+ tan® @ o +p, AN @ 0, )

(5.5.11)

. being the solution of the equation F(y) — F(-y,) =
1 — €, where distribution function F is defined by the
equality 5.5.9, that is, €/2 — fractile of the correspon-
ding normal distribution.

Note: the above estimations of the true error rates
for yand ¢ in the catalogue as the presumed dating
functions are not only important for our being able
to compensate them, but also for the indirect verifi-
cation of just how correct the suggested approach
happens to be. For instance, if we came up with such
a value of v, that would be several times greater
than the catalogue precision rate, it would indicate at
the existence of substantial effects that we did not
take into account.

However, inasmuch as the dating itself is con-
cerned, the actual value of v,,,, takes no part in the cor-
responding procedure. All we need to know is the
length of the respective trust interval. Therefore, one
could simplify the calculations to a great extent in the
following manner. One would have to calculate v,,,
and @, for any fixed moment in time #,: 1900 A.D.,
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for instance, which would render Newcomb’s calcu-
lations unnecessary. Then instead of the curves vy, (1)
and @,,,(t) we shall have constant values correspon-
ding to observation errors — however, the coordinate
system shall pertain to the epoch of 1900 A.p. Then
we would draw confidence intervals around these
constant values whose length will not depend on t. We
shall end up with the same interval of possible cata-
logue datings as we did in our estimation of errors y
and @ for the presumed dating epoch t if we carry out
the statistical dating procedure described below. The
only information we shall lose after this shall be the
estimated real values of vy,,,, and @,

6.
COROLLARIES

CoRroLLARY 1. The group error of a stellar config-
uration results in said configuration shifting across the
celestial sphere as a whole. This shift can be parame-
terized by two parameters, namely, yand ¢ (or yand
B), if we are to consider latitudinal discrepancies ex-
clusively.

Cororrary 2. The latitudinal discrepancies in-
herent in the catalogue can be reduced as a result of
compensating the group errors.

CoROLLARY 3. If group errors coincide for a large
part of the catalogue, this common error is called sys-
tematic and can be discovered by statistical methods.

Under the condition that the catalogue compila-
tion epoch equals #, the values of parameters () and
Y(t) can easily be assessed with the minimal square
method. The corresponding estimations of 7y,,,,(¢) and
©y..:(1) have the respective forms of 5.3.6 and 5.3.7.

COROLLARY 4. It suffices to know the values of
Yoae(t;) and ,,..(1,) for two different moments in time
for the reconstruction of functions v,,,(t) and @,,,,(t).

CoroLLARY 5. Confidence intervals I,(¢) and I,(€)
for the real values of parameters @(t) and y(¢) were
calculated under the assumption of random errors
being distributed normally. See the respective for-
mulae 5.5.11 and 5.5.10.

Let us conclude by reproducing a page from a 1551
edition of the Almagest in fig. 5.8.



